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A discrete spacetime model of the electron field is postulated. It is then argued that the discrete
model is observationally consistent with the Dirac equation while providing the theoretical advantage
that h̄ can be explained as a measure of the discretization.
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INTRODUCTION

In this paper we will consider the plausibility of the
conjecture that spacetime is discrete. Our purpose is not
to rigorously prove that spacetime is in fact discrete, but
rather to demonstrate results that challenge the belief
that spacetime must be continuous. We proceed by pos-
tulating a hypothetical discrete spacetime model of the
electron field and subsequently showing that we still ob-
tain behavior consistent with observation via the Dirac
equation. We will also be able to produce a derivation of
the relativistic momentum operator in the position rep-
resentation without appeal to classical correspondences.
Finally, the model will frame h̄ as a measure of the
discretization, providing a potential explanation for the
value of h̄ and its associated quantum phenomena.

The model

Consider a discrete-time simulation of a set of integer-
valued matrices based on dimensionless numerical rules.
These matrices are data structures in which each mem-
ory slot, containing one matrix element, corresponds to
what we think of as a point in space. However, matrices
are discrete in the sense that they are indexed by inte-
gers, so in this model space is discrete. The values in
the matrices correspond to the components of what are
commonly referred to as “quantum wave functions” in
physics. Of course we usually think of wave functions
as containing real-valued components, but if the integer
matrix elements span a sufficiently large range, then they
will be indistinguishable from real numbers.

For simplicity, we will restrict our model to one di-
mension. We define the discrete-time simulation on two
one-dimensional matrices (arrays), ψ and ρ, according to
the following coupled rules of evolution

ψ′x = ψx + ρx (1)

ρ′x = ρx + (ψx+1 + ψx−1 − 2ψx − µψx)

where primes indicate the value of the field after one step
of evolution, and µ is a dimensionless constant that is
characteristic of the particular field under consideration.
These rules are completely dimensionless because they

merely describe the numerical change in matrix elements
based on the numerical value of other matrix elements.
However, we also have an interpretation of x as a point
in space and the prime as corresponding to a step in
time. These dimensional concepts of space and time are
based on a perspective coming from inside the simula-
tion, as if the observer were living within the simulation.
It is useful to make these rules compatible with the no-
tion of dimensional space and time to make them more
easily comparable to physical equations. This can be ac-
complished by replacing the spacetime increments and
decrements with additions and subtractions of δx and δt.

ψ(+δt)
x = ψx + ρx (2)

ρ(+δt)
x = ρx + (ψx+δx + ψx−δx − 2ψx − µψx)

The steps δx and δt are just equal to 1 from an external
point of view, but equal to some dimensionful constant
from a point of view coming from within the simulation.
Any length in the model universe corresponds to a defi-
nite integer number of δx steps and every duration cor-
responds to a definite integer number of δt steps. So it is
possible to assign dimensionful values to these steps, such
as some small fraction of a meter and a second. However,
these steps are not to be confused with the step sizes in
the external universe (the universe that is running the
simulation). From within the model universe, there is
no way to measure the size of δtext, which is the time it
takes in the external universe for the simulation to evolve
by one step.

Discussion of model

These equations (2) represent a decoupling of the dis-
crete Klein-Gordon equation[1], which can be pictured as
modeling a chain of oscillators connected by springs with
an additional spring at each point that pulls the oscil-
lator back to equilibrium. The ψx values represent the
amplitudes and the ρx values represent the velocities of
the oscillators.

There is an important conceptual point to make about
simulations in general, which is that information only
exists at a particular time if it is stored somewhere at
that time. So in the rules for calculating the values in the
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matrices, there can be no dependence on the field values
at times earlier than one step prior. This is why there
are no double-primed fields in the rules, and why the
fundamental rules of a simulation must always be first-
order in time. However, an auxiliary field can be used to
store information from the previous instance, which will
make the result appear to be second-order in time. This
is what we will discover when we derive the Klein-Gordon
equation from these rules.

One might ask whether the model really requires two
matrices to get the desired results. We can see that one
matrix cannot support propagating waves by considering
a plane wave in a matrix. The wave is symmetrical in
the forward and backward directions, so there is no in-
formation available to determine which way the wave is
travelling. It is the second matrix, which stores amplitu-
dinal velocity data, that determines the direction.

Notice that if the limit is taken as δt→ 0 and δx→ 0,

then ψ
(+δt)
x → ψx, so ρ→ 0 by the first rule. Similarly in

the second rule, ρ
(+δt)
x → ρx, ψx+δx → 0, and ψx−δx → 0,

so ψ → 0 since only the µψx term remains. Therefore,
the only solution is the trivial solution where both fields
are zero. This is not a problem because there is no need
for the continuum limit to work in our model. Now the
steps are completely manifest and we can proceed to show
that the Dirac equation holds at sufficiently large scales.

THE KLEIN-GORDON EQUATION

Discrete form

All of the standard equations in physics are based on
continuous spacetime, so in order to compare our dis-
crete model to any conventional equations, we will have
to approximate the discrete equations with continuous
ones. First we will show how the Klein-Gordon equation
emerges from our model.

For discrete derivatives, forward and backward dif-
ferences can be different, unlike continuous derivatives.
Therefore we must define the forward and backward dis-
crete derivatives.

−→
δ ψx
δx

≡ ψx+δx − ψx
δx

and

←−
δ ψx
δx

≡ ψx − ψx−δx
δx

Then

←−
δ

δx

(−→
δ ψx
δx

)
=

1

δx

(−→
δ ψx
δx
−
−→
δ ψx−δx
δx

)

=
1

δx

(
ψx+δx − ψx

δx
− ψx − ψx−δx

δx

)
=

1

δx2
(ψx+δx + ψx−δx − 2ψx)

So the rules can be re-written as

ψ(+δt)
x = ψx + ρx

ρ(+δt)
x = ρx +

(
δx2

←−
δ

δx

(−→
δ ψx
δx

)
− µψx

)
Or if we define c = δx/δt,

ψ(+δt)
x = ψx + ρx

ρ(+δt)
x = ρx +

(
c2
←−
δ

δx

(−→
δ ψx
δx

)
− µ

δt2
ψx

)
δt2

Therefore

−→
δ 2ψx
δt2

=

−→
δ

δt

(
ψ

(+δt)
x − ψx

δt

)

=
1

δt

−→
δ ρx
δt

=
1

δt

ρ
(+δt)
x − ρx

δt

We obtain a form of the discrete Klein-Gordon equation

−→
δ 2ψx
δt2

= c2
←−
δ

δx

(−→
δ ψx
δx

)
− µ

δt2
ψx (3)

Continuous form

Now if δx and δt are small compared to our most pre-
cise measurement scales, then it would not be possible
to resolve all of the detail in the function ψx. We would
only be able to measure the average value of ψx over some
large number of steps in both x and t. So we can define
the effective wave function ψ̃x to be the moving average
of ψx over the number of steps corresponding to our most
precise measurement. This has the effect of smoothing
out the oscillations in ψx, making it approximately linear
on the scale of a step size.

Now if we represent ψx as a Fourier-like series of
monochromatic solutions to the equation, then ψ̃x is
equal to this Fourier series with the high-frequency solu-
tions truncated off by the smoothing procedure. There-
fore ψ̃x will also obey the equation since it is just a linear
combination of solutions to a linear equation.

So ψ̃x is a solution to the same equation as ψx, which
is indistinguishable from ψx, but smoothed out so much
that it is almost exactly linear on the scale of a few steps
in x or t. Since it is so close to linear, the discrete deriva-
tive is almost exactly equal to the slope, so we can re-
place ψ̃x with a continuous function ψ(x, t) and replace
the discrete derivatives with continuous derivatives with-
out introducing a measurable difference.

∂2ψ

∂t2
= c2

∂2ψ

∂x2
− µ

δt2
ψ (4)

We must stress that we did not take the limit as δx and δt
go to zero or change their sizes in any way—they are still



3

equal to one. All we have done is found an approximate
equation for a continuous effective wave function that
captures all of the measurable information that is in the
discrete wave function. This equation is very similar to
the Klein-Gordon equation; the only difference is the last
term. To make the equations match, we define a constant
called h̄ to be

h̄ ≡ mc2δt
√
µ

(5)

and assume that µ is proportional to m2 so that h̄ takes
on the same value for all types of particles. Then we
obtain the Klein-Gordon equation

∂2ψ

∂t2
= c2

∂2ψ

∂x2
− m2c4

h̄2 ψ (6)

The fact that h̄ is proportional to δt means that h̄ is
a measure of the discretization in this model. So in
this model, h̄ is not an arbitrary constant, but a well-
understood consequence of discrete spacetime.

THE DIRAC EQUATION

Spinors

The Dirac equation is an automatic consequence of as-
suming that a system obeying the Klein-Gordon equation
is actually governed by an equation that is first-order in
space and time-derivatives. The original rules we de-
fined were first-order in time derivatives, so the approx-
imate continuous equation would be the Dirac equation.
To get the one-dimensional Dirac equation, we may fac-
tor the Klein-Gordon equation to get back to a set of
differential equations that are first-order in time. Any
equation that is nth order in time derivatives can be
split into a system of n equations that are first-order
in time derivatives using one simple trick: define the
fields φ1 = ∂ψ

∂t , φ2 = ∂φ1

∂t , ..., each of these counting as
one first-order equation, and insert the appropriate φi
for all higher-order derivatives in the original equation.
However, we also want to be able to write the set of dif-
ferential equations as one vector equation. This is the
motivation for the concept of spinors: one n-dimensional
vector field obeying an equation that is first-order in time
can be used to represent a single scalar field obeying an
equation that is nth order in time.

Converting to spinor form

The spinor equation for the rules will be simplest when
the two equations are as symmetrical as possible. So
rather than simply defining φ = ∂ψ

∂t , we introduce the

symmetrical field φ to substitute for ρ and postulate

∂ψ

∂t
= α̂φ and

∂φ

∂t
= β̂ψ

This decomposition is not the only way to reach the Dirac
equation, but it is the most intuitive. Now assuming α̂
and β̂ have no explicit time dependence,

∂2ψ

∂t2
=

∂

∂t
(α̂φ) = α̂β̂ψ

Therefore,

α̂β̂ = c2
∂2

∂x2
− m2c4

h̄2

There are many ways to factor out α̂ and β̂. Each non-
trivial choice gives a different possible representation of
the Dirac equation. We choose

α̂ = −c ∂
∂x

+
mc2

h̄
and β̂ = −c ∂

∂x
− mc2

h̄

so that

∂ψ

∂t
=

(
−c ∂

∂x
+
mc2

h̄

)
φ and

∂φ

∂t
=

(
−c ∂

∂x
− mc2

h̄

)
ψ

These equations can be combined into the vector equa-
tion

∂

∂t

(
ψ
φ

)
= −c ∂

∂x

(
φ
ψ

)
+
mc2

h̄

(
φ
−ψ

)

= −c ∂
∂x

(
0 1
1 0

)(
ψ
φ

)
+
mc2

h̄

(
0 1
−1 0

)(
ψ
φ

)

We can now define a spinor χ =

(
ψ
φ

)
so that

∂χ

∂t
=

(
−c
(

0 1
1 0

)
∂

∂x
+
mc2

h̄

(
0 1
−1 0

))
χ

Multiplying by ih̄ and using the Pauli matrices,

ih̄
∂χ

∂t
=

(
−ih̄cσx

∂

∂x
−mc2σy

)
χ (7)

This is a representation of the one-dimensional Dirac
equation.[2]

THE MOMENTUM OPERATOR

State-vector formalism

Let’s now return to the original discrete rules. So far
we have been working with wave functions, but quan-
tum theory is usually done in a state vector formalism
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in which each field configuration corresponds to a vec-
tor in a one-to-one fashion. Let |x〉 be the state vector
corresponding to the field for which ψx′ = δx′x, where
δ here is the Kronecker delta. The set of all |x〉 de-
fines an orthonormal basis for the space of all state vec-
tors, which we call the position basis. The field ψ is
thus represented by the state vector |ψ〉 =

∑
x ψx |x〉.

Operators act on state vectors to extract information
and/or modify the state. The position operator x̂ is a
Hermitian operator defined by x̂ |x〉 = x |x〉 which ex-
tracts position information. The spatial translation op-
erator T̂ (∆x) shifts the values of the field for a state
and is defined by T̂ (∆x) |x〉 = |x+ ∆x〉 for any length
∆x = nδx, where n is an integer. Shifting preserves the
norm of the vector, so if |ψ′〉 = T̂ (∆T ) |ψ〉, we must have

〈ψ′| ψ′〉 =
〈
ψ
∣∣∣ T̂ †(∆x)T̂ (∆x)

∣∣∣ψ〉 = 〈ψ| ψ〉, which means

that T †(∆x) = T−1(∆x) = T (−∆x). From the defini-
tion, we also see that

[x̂, T̂ (∆x)] |x〉 = x̂T̂ (∆x) |x〉 − T̂ (∆x)x̂ |x〉
= x̂ |x+ ∆x〉 − xT̂ (δx) |x〉
= (x+ ∆x) |x+ ∆x〉 − x |x+ ∆x〉
= ∆xT̂ (∆x) |x〉

So [x̂, T̂ (∆x)] = ∆xT̂ (∆x) on position eigenstates |x〉,
but since these position eigenstates form a basis, this
relation holds for all state vectors.

Deriving the momentum operator

We now define the operator

p̂ ≡ 1

2c2

(
v̂Ĥ + Ĥv̂

)
(8)

where Ĥ is defined by Ĥψx = ih̄
−→
δ ψx

δt and v̂ is the velocity

operator 1
ih̄ [x̂, Ĥ], coming from Ehrenfest’s theorem. We

can simplify to gain some insight into the operator.

p̂ =
1

2ih̄c2

(
[x̂, Ĥ]Ĥ + Ĥ[x̂, Ĥ]

)
=

1

2ih̄c2

(
x̂Ĥ2 − Ĥx̂Ĥ + Ĥx̂Ĥ − Ĥ2x̂

)
=

1

2ih̄c2
[x̂, Ĥ2] =

1

2ih̄c2

[
x̂,−h̄2

−→
δ 2

δt2

]

=
ih̄

2c2

[
x̂, c2

←−
δ

δx

−→
δ

δx
− m2c4

h̄2

]

=
ih̄

2

[
x̂,

1

δx2

(
T̂ (δx) + T̂ (−δx)− 2Î

)]
=

ih̄

2δx2

(
[x̂, T̂ (δx)] + [x̂, T̂ (−δx)]

)
=

ih̄

2δx2

(
(δx)T̂ (δx) + (−δx)T̂ (−δx)

)
=

ih̄

2δx

(
T̂ (δx)− T̂ (−δx)

)
Therefore, the position representation of the momentum
operator is

〈x| p̂ |ψ〉 =
ih̄

2δx

〈
x
∣∣∣ T̂ (δx)− T̂ (−δx)

∣∣∣ψ〉
=

ih̄

2δx
(〈x− δx| ψ〉 − 〈x+ δx| ψ〉)

=
ih̄

2δx
(ψx−δx − ψx+δx)

So

〈x| p̂ |ψ〉 = −ih̄
←→
δ ψx
δx

(9)

where we have defined the operator

←→
δ ψx
δx

≡ 1

2

(−→
δ ψx
δx

+

←−
δ ψx
δx

)
=
ψx+δx − ψx−δx

2δx

This shows that p̂ has the expected form for the quantum
momentum operator, but does it actually represent the
momentum? We can check by examining the classical
limit when all quantities can be measured simultaneously.
First recall the Klein-Gordon equation derived earlier.

∂2ψ

∂t2
= c2

∂2ψ

∂x2
− m2c4

h̄2 ψ

In the classical limit, the momentum operator in the po-
sition representation derived above is approximated by

p̂ = −ih̄ ∂
∂x , which means p̂2 = −h̄2 ∂2

∂x2 . Inserting this
expression into the Klein-Gordon equation,

∂2ψ

∂t2
=

(
− c

2

h̄2 p̂
2 − m2c4

h̄2

)
ψ

Now the definition of Ĥ indicates that in the classical
limit, Ĥ2 = −h̄2 ∂2

∂t2 , so

Ĥ2 = c2p̂2 +m2c4
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So if we consider the classical limit where all states are
eigenstates of every operator,

p̂ =
1

2c2

(
v̂Ĥ + Ĥv̂

)
→ p =

1

c2
vH

Squaring,

p2 = v2H2/c4 = v2(p2c2 +m2c4)/c4

Solving for p2,

p2 =
m2v2

1− v2/c2

Upon taking the square root and inserting the relativistic
gamma factor,

p = ±γmv (10)

This is the expected expression for the relativistic mo-
mentum, so we have shown that the operator for rela-
tivistic momentum in the position representation for this

model is −ih̄
←→
δ
δx . The conventional method for deriving

this expression relies on the assumption that momentum
is the generator of spatial translation or that the canon-
ical commutation relation is [x̂, p̂] = ih̄. In this analysis,
we never had to make this assumption; the only assump-
tion was the form of the evolution rules in equation (1).
This analysis can also be carried out with continuous op-
erators if the continuous Klein-Gordon equation is used
as a starting point as is shown in Appendix A.

LENGTH CONTRACTION

It is possible to show that length contraction occurs
as a result of motion in this model universe. Here we
will restrict ourselves to the case of solutions that are
stationary or rigidly translating so that all time depen-
dence is due to motion. Consider again the Klein-Gordon
equation

∂2ψ

∂t2
= c2

∂2ψ

∂x2
− m2c4

h̄2 ψ

A stationary solution φ(u) will satisfy

0 = c2
∂2φ

∂u2
− m2c4

h̄2 φ

where we have replaced the parameter x with u for clar-
ity. We want to determine what a stationary solution
would look like if it was moving at velocity v. If the
moving solution ψ was the same shape and size as the
stationary solution φ, then the relationship would be
ψ(x, t) = φ(u(x, t)) where u(x, t) = x − vt. But this
does not solve the Klein-Gordon equation. Therefore we

will make the Ansatz that the moving solution is length-
contracted by some undetermined factor γv. A length-
contracted stationary state can be written as

φγv (u) = φ0(γvu)

where φ0 is the uncontracted form of the same function.
So we can express our Ansatz as

ψ(x, t) = φγv (u0(x, t)) where u0(x, t) = x− vt

Simplifying,

ψ(x, t) = φ0(u(x, t)) where u(x, t) = γv(x− vt)

Then we find by the chain rule,

∂ψ

∂t
=

∂φ0

∂u

∂u

∂t
= −vγv

∂φ0

∂u
∂2ψ

∂t2
= −vγv

∂

∂u

(
∂φ0

∂t

)
= v2γ2

v

∂2φ0

∂u2

∂ψ

∂x
=

∂φ0

∂u

∂u

∂x
= γv

∂φ0

∂u
∂2ψ

∂x2
= γv

∂

∂u

(
∂φ0

∂x

)
= γ2

v

∂2φ0

∂u2

So if ψ is a solution to the time-dependent Klein-Gordon
equation, we must have

v2γ2
v

∂2φ0

∂u2
= c2γ2

v

∂2φ0

∂u2
− m2c4

h̄2 φ0

Or equivalently,

0 = (c2 − v2)γ2
v

∂2φ0

∂u2
− m2c4

h̄2 φ0

This we recognize to be the time-independent equation
when (c2 − v2)γ2

v = c2, which we know to be true since
φ0 is a solution to this equation by its definition. Solving
this equation for γv gives

γv =
1√

1− v2/c2

Thus we have derived the relativistic length contraction
factor and validated our assumption that length contrac-
tion occurs in this model universe, at least for the class
of solutions that we considered. In this model, it is not
space that contracts, but the quantum wave functions
themselves. This picture is known as neo-Lorentzian
ether theory.

CONCLUSIONS

The fact that we were able to derive the relativistic
Dirac equation, the relativistic momentum operator, and
length contraction of stationary states from a discrete
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lattice theory is strong evidence that discrete models of
the universe are not in contradiction with special rela-
tivity as it may initially seem.[3] Furthermore, there are
benefits of the discrete model over the continuous model
including the ability to provide an explanation for the
constant h̄.

I would like to thank Andrew Forrester for finding a
critical error in an early draft of this paper. I would also
like to thank Yu Guo and William Newman for valuable
advice during the preparation of this paper.

APPENDIX A

The derivation for the momentum operator in the po-
sition representation also works for continuous operators.
Starting from the result

p̂ =
1

2ih̄c2

[
x̂, Ĥ2

]
and applying p̂ to a state ψ that is a solution of the
continuous Klein-Gordon equation we find:

p̂ψ =
1

2ih̄c2

[
x̂,−h̄2 ∂

2

∂t2

]
ψ

=
ih̄

2c2

[
x̂, c2

∂2

∂x2
− m2c4

h̄2

]
ψ

=
ih̄

2

[
x̂,

∂2

∂x2

]
ψ

=
ih̄

2

(
x
∂2ψ

∂x2
− ∂2

∂x2
(xψ)

)
=

ih̄

2

(
x
∂2ψ

∂x2
− ∂

∂x

(
ψ + x

∂ψ

∂x

))
=

ih̄

2

(
x
∂2ψ

∂x2
− ∂ψ

∂x
− ∂ψ

∂x
− x∂

2ψ

∂x2

)
=

ih̄

2

(
−2

∂ψ

∂x

)
= −ih̄∂ψ

∂x
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